Optical micrograph of 600 nm and 2 µm spheres assembled into designated sites on a surfaces (K.-J. Lee, T.S. Cho, A.P. Chandrakasan, J. Kon, p. 175).
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The Micro Gas Analyzer project aims to develop the technology for portable, real-time sensors intended for chemical warfare and civilian air-purity control. For the analyzer, we are developing a field ionizer array based on gated CNTs. We plan to use arrays of CNTs because their small tip radii and high aspect ratio yield high fields at low voltage. One possible configuration for the device is to bias the CNTs to the highest potential and the collecting anode to the lowest potential. The electrons in the outer shell of the molecules tunnel out due to the ambient high electric fields, which serve to lower the unperturbed potential barrier seen by the electrons (Figure 1). The tunneling effect is a purely quantum-mechanical process whose probability of occurrence is strongly dependent on the applied electric fields [1]. We optimize the electron current by varying structural parameters in our device. The most relevant parameters include the radius of curvature, height, base radius and base angle of the grown tip; height and thickness of the tip; and the gate aperture. Varying the gate (or oxide) height without updating the height of the CNT yields the derivable result that the electric field is maximized with the tip peaks at about the same height as the gate. When the tip height is varied in sync with the height of the gate (or oxide), we see that an independent optimum height exists (Figure 2). The value of this height will depend, among other variables, on the electrostatic properties of the insulating material and the actual dimensions of the rest of the structure. These simulation results are being verified by experiment.

![Figure 1: Representative picture of potential barrier faced by electron in a single molecule when the molecule is close to a tip biased at a high potential.](image1)

![Figure 2: Field factor $\beta$ for various heights of gate. Tip height was varied in sync with gate height so that the tip remained within the range of the gate width. A field ionization configuration was used. (CNT) : $\text{roc} = 5.01$ nm | Base: $\text{angle}=85^\circ$, radius=$101$ nm (GATE) : Aperture=$1.01$ $\mu$m | Thickness=$0.301$ $\mu$m \] $V_{\text{CNT}} = 10$ V, $V_{\text{GATE}} = 0$ V, $V_{\text{ANODE}} = -150$ V
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Combinatorial Sensing Arrays of Phthalocyanine-based Field-effect Transistors

M. Bora, D. Schut (HP), M.A. Baldo

Of the millions of molecular species floating in air or dissolved in water, a substantial fraction can be smelled and uniquely discriminated[1]. Biological systems achieve this functionality with a multitude of non-specific receptors. In this project, we are developing gas sensors based on combinatorial arrays of organic transistors. The combinatorial approach reduces the need to develop specific receptors for each and every molecule of interest. Rather, our sensors are based on exploiting the wide variation in interactions between molecules and metal ions[2], an approach previously employed in colorimetric sensors[3].

We have fabricated gas-sensitive organic transistors each consisting of an approximately 10-nm-thick polycrystalline layer of a metallophthalocyanine (MPC) with gold source and drain contacts. The width and length of the channel for each transistor is 2 mm and 50 µm, respectively. The charge-carrier mobility is typically between $10^{-3}$ and $10^{-4}$ cm$^2$/Vs. But the transconductances of various MPC transistors (CoPC, CuPC, ZnPC, and NiPC) are observed to vary when exposed to different gases (acetonitrile, tetrahydrofuran, and toluene); channel current in MPC transistors decreases linearly with increasing solvent concentration (Figure 1).

The transient response of the current modulation (Figure 2) is chemically selective and depends on the interaction between the solvent and the central metal atom in the MPC. The linear dependence of channel current on solvent concentration, the steady state current modulation, and the transient response of the MPC transistors are all consistent with the disruption of percolation pathways leading to modulation of transistor channel currents. Since the sensors can be manufactured simply by inkjet printing on a patterned substrate, they may find application as single-use diagnostic aids.

Figure 1: The linearity of MPC sensors is tested by modulating the solvent concentration ($V_{ds}=-20 V$, $V_g=-20 V$).

Figure 2: The transient rate of channel current recovery, $k_{off}$, after removal of solvent vapor in units of min$^{-1}$, summarized for various MPC-solvent combinations. Transistor bias conditions are $V_{ds}=-20 V$, $V_g=-20 V$.
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Nanoelectromechanical Switches and Memories
K.M. Milaninia, M.A. Baldo
Sponsorship: MARCO MSD, ISN

The ability to change shape is a compelling attraction of molecular semiconductors. Compared to rigid inorganic materials, molecules are soft and malleable, and their conformational changes are essential to the functionality of biological systems. Applications of nano-electro-mechanical (NEM) molecular devices include memories and transistors. Information can be stored in the conformation of molecules, potentially leading to very high density memories; molecular transistors that change shape under bias could exhibit sub-threshold slopes of \(<< 60 \text{ mV/decade}^{[1]}\). Indeed, as an example of the potential of NEMs, voltage gated ion channels possess subthreshold slopes of approximately 15 mV/decade\[2\].

Although many materials are available for NEM applications, carbon nanotubes exhibit low resistance and good mechanical properties. In this project, we are constructing a NEM testbed. The proposed design for our relay is shown in Figure 1. Nanotubes are directly grown at the bottom of an electron-beam defined trench etched in Si. This offers better control over nanotube growth and removes the need for additional steps that are required for the removal of surfactants and organics from the surface of the nanotubes. Because the nanotubes are vertically oriented, we are able to take advantage of the smallest size feature of the carbon nanotube - its diameter. This allows us to create dense arrays of relays for applications such as memory or logic devices. The vertical orientation allows NEM structures with very large aspect ratios. Theoretical results\[3\] have shown that increasing the aspect ratio of a carbon nanotube reduces the voltage needed to pull in the nanotube and thereby reduces the power requirement. Furthermore, because of the ability to easily functionalize the surface of nanotubes, we can functionalize the tube with charge to lower the pull-in voltage even further.

Figure 1: Initial results were obtained by introducing a (a) carbon nanotube mounted to a tungsten probe between two (Au/SiO2/Si) contacts. (b),(c), and (d) are schematics of the device in state 1 (its initial state), state 2, and state 3, respectively.

Figure 2: An I-V of device being switched from state 1→2 by applying a bias between Contact 1 and CNT, then switched from state 2→3 by applying a bias between Contact 2 and CNT, and finally from state 3→2 by applying a bias between Contact 1 and CNT.
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Growth of Carbon Nanotubes for Use in Origami Supercapacitors

H.J. In, S. Kumar, Y. Shao-Horn, G. Barbastathis
Sponsorship: MARCO IFC, ISN, NSF SGER

The Nanostructured Origami™ 3D fabrication and assembly process can be used to create nanostructured, three-dimensional (3D) devices exclusively through existing 2D micro- and nano-fabrication techniques. Previously, the folding method was used in fabricating an origami supercapacitor with carbon electrodes [1]. The carbon electrode material was composed of 99 wt% Super P carbon black and 1 wt% polyvinylidene fluoride binder in N-methyl-2-pyrrolidone. This mixture was highly porous with a very high specific surface area and resulted in microscale supercapacitors with a high specific capacitance. However, the material had to be deposited manually using a probe tip, and its exact properties, e.g., surface area and variations in pore size could not be determined precisely. To enable in situ deposition of the electrode material, multi-walled carbon nanotubes (CNTs) were grown through a plasma-enhanced chemical-vapor deposition (PECVD) method in place of the manually deposited carbon paint. Moreover, as Figures 1 and 2 partially illustrate, growth conditions of the nanotubes determine their density, length, diameter, etc. Being able to control the nanotube properties will allow us to more carefully characterize the electrochemical properties of the origami supercapacitors. All nanotubes were grown using S. Kim group’s PECVD CNT deposition equipment.

\[\text{Figure 1: Low-density growth of carbon nanotubes. Each tube is approximately 2 microns long.}\]

\[\text{Figure 2: High-density growth of carbon nanotubes.}\]
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Self-Alignment of Folded, Thin-Membranes via Nanomagnet Attractive Forces

A. Nichol, W.J. Arora, F.J. Castaño, G. Barbastathis
Sponsorship: ISN, MARCO IFC

We are developing a thin-membrane self-alignment technique based on the attractive force between arrays of nano-patterned magnetic material (nanomagnets). The alignment scheme shown in Figure 1 will be applied in the Nanostructured Origami™ fabrication method [1], which involves first nano-patterning membranes using 2D lithography and then folding the membranes in a 3D configuration. We have shown that the scaling of the attractive force between magnets is favorable for this application. The research is moving towards a completely self-assembling, 3D nanofabrication method with better than 50-nm accuracy of feature placement for use in 3D photonics, 3D integrated circuits, and other 3D hybrid devices.

Nanomagnets with preferred magnetization in-plane can be patterned on thin-membranes with nano-scale precision using e-beam lithography, e-beam evaporation for the metallization steps, and liftoff processing. The alignment system uses a large array of nanomagnets to increase force and to average out the local errors in magnetic pole positions. A dynamic model of the system has shown a significant dependency on the number of magnets for the precision of the final alignment.

The magnetic alignment scheme is most effective when the folding takes place in an external magnetic field that holds a common magnetization direction for the nanomagnets. The addition of an external field allows the use of soft magnetic material operating at saturation. This reduces processing constraints because hard permanent nanomagnets at this scale are more difficult to fabricate than soft magnets. Furthermore, the torque due to the external field provides alignment about two axes of rotation. Using a dipole approximation along with finite element magnetic modeling (FEMM) [2], we have determined the alignment forces that can be achieved with this method. A plot of the forces between two 100 nm x 1 µm x 3 µm saturated iron nanomagnets appears in Figure 2. We are characterizing the alignment force experimentally using sensitive 300 nm-thick silicon nitride flexures that have been e-beam-patterned with iron nanomagnets.
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Control System Design for the Nanostructured Origami™ 3D Nanofabrication Process

P. Stellman, G. Barbastathis
Sponsorship: NSF, MARCO IFC, ISN

Nanostructured Origami™ is the 3D nanomanufacturing process that folds patterned membranes into useful 3D structures. Since the origami segments must be accurately aligned in the 3D folded state, the actuation mechanisms for Nanostructured Origami must be both controllable and repeatable. Accurate analytical models of the actuation are therefore necessary to expedite the design of complex origamis. We borrow techniques from the robotics community to simulate the motion of the origami as it folds from 2D to its 3D shape. The dynamics of the folding process are computed using wrench calculus [1] and are used to design a control scheme for folding the segments in the laboratory. A PD position control scheme is briefly described here.

To date, we have modeled the dynamics of two classes of origamis: accordions and single-vertex origamis [2]. In this abstract, we describe the analysis of a single-vertex origami referred to as the corner cube. The creases are modeled as revolute joints, which represent the generalized coordinates of the systems. The segments of the origami are assumed to remain rigid throughout the origami’s motion. This allows us to use screw calculus [1] to describe the geometry and kinematics of the corner cube. Since the corner cube has a closed chain kinematic topology, the motion of the segments is interdependent. The dependencies are manifested through holonomic equality constraints. The corner cube is then virtually cut at an unactuated joint, and the dynamics of the resulting one degree-of-freedom system are computed. The equations of motion of the system are then formed according to the principles outlined in [1]. These nonlinear equations can be integrated in time to simulate the trajectory of the origamis. The dynamic response of the corner cube subject to a PD controller is shown in Figure 1, and its trajectory is illustrated in Figure 2. The final folded state of the corner cube is also guaranteed to be stable for a stress actuation method since the stiffness matrix is positive definite.

---
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Tomographic Interferometry for Detection of Nafion® Membrane Degradation in PEM Fuel Cells

L. Waller, J. Kim, G. Barbastathis, Y. Shao-Horn
Sponsorship: DuPont-MIT Alliance

At present, membrane degradation and failure are the main limitations on the lifetime of proton exchange membrane (PEM) fuel cell systems [1]. Nafion® membranes, produced by DuPont, have excellent proton conductivity and relatively good chemical stability. However, fundamental studies of the degradation mechanisms of Nafion membranes are needed in order to optimize membrane design. Our goal is to correlate indirect and ex-situ measurements with in situ monitoring of membrane microstructural changes in order to better understand how the membrane thins or forms pinholes and voids.

We are conducting atomic force microscopy (AFM) studies of both fresh and degraded ex-situ Nafion samples to study the changes in the microstructure of the Nafion as it degrades. These studies will be used to guide optical characterization of the Nafion® membrane in situ. The goal of the in situ optical studies is to construct a refractive index profile of the membrane while the fuel cell is in use. We place the fuel cell system inside one leg of a Mach-Zehnder interferometer (Figure 1). The membrane, which has an average refractive index of 1.35 (room temperature, 20%RH) [2], will act as a phase object, and the phase delay at any point in the x-y plane is proportional to the refractive index at that point. Thus, a 2D map of the refractive index in the membrane can be constructed from the interference pattern, which is recorded on a CCD camera (Figure 2). The refractive index is related to membrane density at each point by the Lorentz-Lorentz relation. We focus on density changes due to temperature, pressure, and humidity, which occur on different orders of magnitude. Simulations are used to solve the forward problem through the optical system and to compute the inverse problem, which can then be used to estimate the refractive-index profile of the membrane from the measured interference pattern.

In situ profiling of the Nafion membrane will allow us to observe exactly where and how the membrane degrades. Our approach is non-invasive and provides a 2D distribution of water uptake, stresses, and micropores in the membrane. The technique can be extended to 3D with tomographic techniques. A better understanding of the mechanisms of membrane failure will give insight into membrane and fuel cell design.
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Modelling the Optical Properties of Superconducting Nanowire Single-photon Detectors

V. Anant, A.J. Kerman, J.K. Yang, E.A. Dauler, K.M. Rosfjord, K.K. Berggren

Sponsorship: United States Air Force

Polarization-sensitive single-photon detectors can be useful for high-speed optical and quantum communication where one can encode information in the polarization of the photon. We have observed that superconducting nanowire single-photon detectors (SNSPD) fabricated at MIT exhibit sensitivity to polarization. For this project, we will investigate the polarization sensitivity for devices with various geometries and conduct numerical simulations that explain the sensitivity. Our SNSPDs consist of a nanowire in a meandering pattern that acts as an optical wire-grid polarizer. In order to corroborate our model with experimental results, we approximated the meander geometry with wire arrays characterized by two parameters: pitch (periodicity) and fill-factor (the ratio of wire-width to pitch). We conducted finite-element-method (FEM) simulations of the absorptance of polarized radiation to wire grids. The simulations show that meanders with small pitch and small fill-factors will exhibit larger sensitivity to photon polarization than meanders with large pitch and fill-factors. We intend to use our results to design SNSPDs that are optimized for enhanced sensitivity to polarization. The FEM simulations also show this sensitivity of SNSPDs with integrated optical cavities that have been reported to exhibit detection efficiencies of 57% at 1550 nm wavelength and 67% at 1064 nm [1].

![Figure 1: Plot showing the expected ratio of absorptances for electric fields polarized parallel and perpendicular to the nanowires as a function of cavity thickness for a SNSPD with an integrated optical cavity. The nanowire detector is modelled as an array of 100-nm-wide parallel wires at a 200 nm pitch. The material set and relevant optical constants are given in [1].](image1)

![Figure 2: Scanning electron micrograph of a microfabricated structure on a sapphire substrate. The structure is composed of 50-nm-wide wires at a pitch of 100 nm. After the underlying NbN is etched, this structure (and others with different fill-factors and wire widths) can be used to measure the dependence of polarization on absorptance.](image2)
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Recent achievements in optical physics have dramatically redefined the limits of attainable optical properties in materials. Novel optical phenomena, including electromagnetically induced transparency [1], slow light [2], and superluminal speed [3] have been demonstrated in diverse physical implementations. Building on our previous work [4], we have developed a unified approach to engineering optical materials that exhibit these phenomena by using mixtures of simple optical materials near resonances. In addition, this approach can be used to realize large and small (much less than 1) indices of refraction and negative permittivity ($\varepsilon < 0$), all while maintaining transparency and without relying on quantum coherence.

All of the interesting optical effects mentioned above can be produced using a simple mixture of materials composed of population-inverted (“active”) and conventional (“passive”) resonances. By using the fact that an incoherent mixture of materials with different optical properties exhibits an optical characteristic that is a superposition of the characteristics of its components, we propose materials that exhibit a number of optical effects, e.g., large refractive index or a large change in index with respect to frequency, without absorption or amplification. Additionally, this approach is independent of the underlying physical origin of the resonances in the system, so may be applied in a variety of atomic, optical, and nonlinear optical systems.

## References


Increasing Detection Efficiency of Superconducting Nanowire Single-photon Detectors

K.M. Rosfjord, J.K.W. Yang, E.A. Dauler, A.J. Kerman, V. Anant, K.K. Berggren

Sponsorship: United States Air Force

Superconducting NbN-nanowire single-photon detectors (SNSPDs) [1] are an enabling technology for high-performance single-photon optical systems. Examples of these systems include ultra-long range communications [2], integrated circuit testing [3] and quantum cryptography [4]. These systems require the detectors to have high detection efficiency and photon-counting rates, and low dark-count rates and jitter. This work has aimed to increase the detection efficiency of SNSPDs.

The SNSPDs are limited in their efficiency of detection due to transmission through and reflection from the device. To combat these losses we integrated optical enhancements in the form of an anti-reflection coating and optical cavity. These enhancements enabled us to achieve a detection efficiency of 57% at 1550 nm wavelength [5]. This detection efficiency contrasts with previously reported detection efficiencies of 17% at 1550 nm wavelength [6]. A schematic cross-section and transmission electron micrograph of the detector integrated with an optical cavity are shown in Figure 1.

The SNSPDs are also limited in their efficiency of detection by the dimensions of the nanowire they employ. We are currently developing a process, utilizing slant evaporation, which will enable us to lower the width of the nanowire and increase the fill factor of the meander. By changing these physical properties of the meander and coupling this process with our now established optical enhancements, we aim to again increase the detection efficiency of these devices.
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Enhancing Etch Resistance of Nanostructured Spin-on-Glass Electron Resist via Post-Develop Electron Curing

J.K.W. Yang, V. Anant, K.K. Berggren

Sponsorship: Lincoln Laboratory

Hydrogen silsesquioxane (HSQ) has been used recently as a high-resolution, negative-tone, electron-beam resist[1]. Although HSQ is a good etch mask in chlorine reactive-ion etching (RIE), its poor etch resistance in fluorine RIE makes it undesirable as a mask for etching materials that etch only in fluorine. In this work, we increased the etch-resistance of hydrogen silsesquioxane (HSQ) in CF$_4$ chemistry via electron-beam curing at high doses. We observed a decrease in the HSQ etch rate by as much as 40% after resist exposure to electron doses of 85 mC/cm$^2$ (Figure 1). This property of the resist was exploited to fabricate 15-nm-wide superconducting NbN nanowires. We achieved this result by subjecting HSQ to an exposure-develop-exposure step prior to pattern transfer into NbN. The first electron beam exposure defined the nanowires at doses of ~400 µC/cm$^2$. This step was followed by resist development in Shipley Microposit MF CD-26, resulting in 15-nm-wide HSQ structures. The nanostructures were then re-exposed at 50 mC/cm$^2$ before RIE to toughen the resist, which would otherwise not survive the etch. Electron exposures were performed at 30-kV acceleration voltage using a Raith 150 electron-beam lithography tool. We demonstrated that the second electron exposure does not decrease the resolution of the nanostructures by comparing images of 15-nm-diameter HSQ nano-pillars before and after re-exposure (Figure 2). This process will enable nanofabrication with thinner resist, therefore avoiding problems such as resist collapse and reduced resolution that are associated with thicker resist layers.
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Robust Shadow-Mask Evaporation via Lithography-Controlled Undercut

B. Cord, C. Dames, J. Aumentado (NIST), K.K. Berggren
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Suspended shadow-mask evaporation is a simple, robust technique for fabricating Josephson junctions using electron-beam lithography. The basic process entails the fabrication of an undercut structure in a resist bilayer to form a suspended “bridge,” followed by two angle evaporations of superconducting material with a brief oxidation step in between, resulting in two overlapping wires separated by a thin oxide layer. Josephson junctions with sub-20-nm diameters are of particular interest in a variety of superconductive devices, including quantum bits. Unfortunately, standard shadow-mask fabrication techniques are unreliable at line widths below 100 nm.

While most previous processes used PMMA for the top (imaging) layer and a PMMA/MAA copolymer for the bottom (support) layer, our process uses a PMMA/PMGI bilayer. This resist system allows the two layers to be developed separately, ensuring that the imaging layer is not biased during development of the undercut and allowing the process to achieve the full resolution of the PMMA layer. Additionally, the extent of the undercut in the support layer can be precisely controlled by defining it lithographically, making it possible to repeatedly fabricate undercut regions as large as 600 nm.

Extensive modeling of both the exposure and development processes was used to verify our results. Using Monte Carlo and mass transfer simulations, we produced a model that closely matches experimental data. With the process fully characterized, it is possible to produce a wide range of line width/undercut combinations. This robustness, combined with the high resolution of PMMA, will allow the reliable fabrication of sub-20-nm Josephson junctions.

Figure 1: Scanning electron micrograph of a 16-nm-wide, 10-nm-thick evaporated titanium-gold line fabricated using the PMMA/PMGI process.

Figure 2: Contrast curve plots for PMGI using two different dilutions of CD-26 developer. Contrast data for PMMA developed in a 3:1 IPA:MIBK solution is shown for reference.
Pattern Generation Using Multi-Step Room-Temperature Nanoimprint Lithography

S. Harrer (Technische Universität München, Munich, Germany), J.K.W. Yang, F. Ilievski, C.A. Ross, K.K. Berggren
Sponsorship: AFOSR, Karl Chang Innovation Fund at MIT

We have demonstrated multi-step room-temperature nanoimprint lithography (RTNIL) using polystyrene (PS, average molecular weight 97 kg/mol) as the polymer layer for imprinting complex patterns. Our motivation in pursuing multi-step RTNIL is to create a new pattern-generation method, able to create complex and arbitrary patterns without requiring a custom template for each new pattern. A variety of different forms of NIL have been demonstrated in the past: thermal NIL [1], UV-cured NIL [2], and room-temperature NIL (RTNIL) [3-6]. All of these existing techniques focus on pattern replication using one, or at most two, imprint steps. In our approach, the extent of each of the starting templates is only a fraction of the extent of the desired final pattern (i.e., each template is much smaller than the final pattern). In separate experiments, single, double, and multiple (up to 10) sequential imprint steps were performed at imprint pressures between 3 to 30 MPa. To accomplish this demonstration, we designed and built a tool that controllably and repeatedly translated and pressed a sample into a stationary mold. The demonstrated inter-step alignment accuracy of this tool was ~ 500 nm. To illustrate this capability, we imprinted the letters “MIT” by using ten sequential imprint steps, translating the sample a programmable distance along a single direction in between steps (Figure 1). The molds used in these experiments consisted of rectangular structures of varying aspect ratios, ranging from 150 to 300 nm wide. Before this technique can be used as it is ultimately intended, as a method for the generation of complex patterns across a wide variety of length scales using only a simple set of generic template structures, the imprint polymer distortion and deformation must be minimized and inter-step alignment must be optimized. However, the work suggests that RTNIL may be a useful pattern-generation tool. This development can be thought of as analogous to the development of the typewriter after the printing press. While a printing press can replicate large-scale molds (entire pages of books) at high rates, in the typewriter, the smallest mold unit was a single letter. The typewriter sacrificed throughput in return for flexibility and low cost. Similarly, by removing the difficult and slow step of custom-template manufacturing from the process, our work represents a shift in the way some nanoimprint work might be performed in the future.

Figure 1: Results of a 10-step RTNIL imprint cycle for different mold dimensions: (a) graphical representation of desired final pattern to be printed out. The numbers indicate the order in which parts of the final pattern are imprinted. After the 5th imprint step the pattern is complete: steps 6-10 create further identical patterns, yielding a total number of 6 completed patterns after the 10th imprint step. We performed several 10-step RTNIL cycles using molds with different feature sizes: The linewidth of the imprinted pattern in (b) is 300nm, the linewidth in (c) is 200 nm, and (d) shows an imprint result for a pattern composing a linewidth of 150 nm. The observed vertical and horizontal misalignment was ~ 500 nm.
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The response time of superconducting nanowire single-photon detectors (SNSPD) is in the order of several nanoseconds [1-2]. This detector works by the formation of a photon-induced resistive barrier across a superconducting nanowire that is biased close to its critical current. Detected photons result in measurable voltage pulses with very fast rise times and a slower decay. We modeled the full electrical and thermal response of a NbN SNSPD to the absorption of a single photon. The thermal response was modeled by a one-dimensional, time-dependent heat equation incorporating power dissipated by Joule heating in the resistive segment of the wire and heat conduction along the wire and into a sapphire substrate. The electrical model consists of the SNSPD, modeled as an inductor in series with a time-varying resistor shunted by a 50 ohm transmission line and a current bias. This model predicts the growth of the normal region leading to the increase in the total electrical resistance with time as more of the wire heats up and switches into the normal state as shown in Figure 1. However, the resistance does not build up indefinitely since the current flowing through the wire drops as it is diverted into the transmission line once resistance develops in the wire as shown in Figure 2. The model will also enable us to predict performances of devices made of different materials.

**Figure 1**: Plot of simulation data showing the temperature evolution in a short segment (1.5 µm) of a longer nanowire (with a total kinetic inductance of 200 nH) after a photon-induced resistive barrier forms across the nanowire at t = 0, x = 750 nm. Temperature information is depicted in the color with a corresponding color-map shown on the right in units of Kelvin. The temperature increases quickly and reaches a maximum at about ~50 ps after photon absorption.

**Figure 2**: Plot of simulation data showing the total resistance built up across a superconducting nanowire after the formation of a resistive barrier for wires of different total kinetic inductances.

**References**:


Solution processable colloidal quantum dot systems exhibit many of the special optical and electronic properties associated with epitaxially grown quantum confined systems. Their tunable band gap and higher absorption relative to the bulk make quantum dots particularly attractive as photogeneration materials. At the same time, colloidal quantum dots offer greater material system flexibility than epitaxial quantum dots because deposition on any substrate is possible. The prevailing deposition method, however, is spin casting [1], which introduces limitations such as solvent incompatibility with underlying films and the inability to pattern side-by-side pixels for multispectral photodetector arrays. We employ a non-destructive microcontact printing method that allows for deposition of a thin (20 nm) quantum dot film onto a wide band gap organic hole transport layer, N,N'-bis-(3-methylphenyl)-N,N'-bis-(phenyl)-benzidine (TPD), thus producing an inorganic/organic heterojunction which serves to enhance charge separation in the device. The use of ITO electrodes provides the top and bottom contacts, allowing for near-transparency.

Current-voltage characteristics show low dark currents in reverse bias and good rectification. Excitation of the quantum dots yields a strong, saturated photoresponse; open circuit voltages of +0.5V; and a fill factor of 0.4. Measurement of the locked-in photocurrent under bias reveals a strong photocurrent signal extending out to +1.4V (Figure 2), in excess of the built-in acceptor-donor energy level offset of approximately 0.8V. We attribute the photocurrent voltage dependence to efficient charge extraction and low recombination rates at the heterojunction and top ITO contact. Changing the size and material properties of the quantum dots can tune the response spectrum of the device across the visible and near infrared spectrum. The present focus is on improving the device performance and optimizing the photodetection response in the 1 µm to 2 µm wavelength region by using different quantum dot film chemistries.

---
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Microcontact Printing of J-Aggregate Thin Films for Photonic Devices

M.S. Bradley, J.R. Tischler, V. Bulović
Sponsorship: DARPA, NDSEG, MIT NSF MRSEC

Thin-film J-aggregates of cyanine dyes enable the observation of strong coupling between light and matter at room temperature, potentially allowing for the development of an entirely new class of optoelectronic devices [1]. Previously, J-aggregate deposition methods have required the exposure of a device in fabrication to the solvents of a J-aggregate solution that can potentially damage other optically or electrically active materials and restrict the steps involved in fabricating devices. In this work, we demonstrate a new stamping technique for depositing J-aggregate thin films that decouples the formation of J-aggregates from the placement of J-aggregate thin films into device structures.

Combining research in polyelectrolyte layer-by-layer deposition of J-aggregates [2] with stamping of polyelectrolyte thin films, we show how to form thin films of J-aggregates on a stamp and then stamp those films into device structures [3]. We show the optical and morphological properties of stamped J-aggregate films and calculate the optical constants of the films (Figure 1), which we use to determine the density of J-aggregated dye molecules in the final thin film. Additionally, we investigate device structures enabled by stamping of J-aggregate thin films, including J-aggregate organic light-emitting devices and patterned J-aggregate devices made via stamp pattern transfer (Figure 2). Lastly, we explore the extension of J-aggregate thin-film stamping to other methods of depositing J-aggregate thin films, including Langmuir-Blodgett-type deposition methods.

---

**Figure 1:** Complex index of refraction of PAH (polyallylamine hydrochloride)/TDBC (J-aggregating cyanine dye) film formed on a PDMS (polydimethylsiloxane) stamp and deposited on glass using microcontact printing, calculated from reflectance measurements using Kramers-Kronig regression and a thin film dielectric model. The peak extinction coefficient corresponds to an absorption constant of $1.2 \times 10^6$ cm$^{-1}$.

**Figure 2:** Photoluminescence of patterned PAH/TDBC film using green light excitation. Patterned PDMS stamps were made by curing PDMS on a silicon mold. The J-aggregate thin films were grown on patterned PDMS stamps, and in the microcontact printing process only the raised portions of the film were transferred to the glass substrate.

---
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Measuring Thermal and Thermoelectric Properties of Single Nanowires and Carbon Nanotubes

C. Dames, C.T. Harris, A. Muto, G. Chen (in coll. with M.S. Dresselhaus, MIT, Z.F. Ren, Boston College)
Sponsorship: JPL, NSF

Knowledge of nanowire and carbon nanotube thermal and thermoelectric properties will be important for the thermal management of nanoscale devices that have recently been demonstrated (optoelectronic, sensing, and computing) and essential for the design of nanostructured thermoelectric materials. For nanowire diameters smaller than the bulk mean-free path of heat carriers (electrons and/or phonons), theory predicts that the thermal conductivity of these structures will be reduced when compared to similar bulk materials [1]. In order to experimentally verify these predictions, we are exploring several systems to measure the properties of single nanowires and carbon nanotubes.

Current work includes a basic platform to measure the thermal conductivity and specific heat of electrically conductive nanowires, such as the silicon nanowire shown below. Electron-beam lithography was used to pattern the leads of a four-point probe aligned to the ends of the nanowire. Joule heating of a suspended nanowire with thermally clamped ends results in a temperature rise of the nanowire due to its finite thermal resistance. This temperature rise can be measured by resistance thermometry (again using the nanowire) and used to calculate its thermal conductivity and specific heat. This technique is being adapted for an in situ TEM measurement, to enable high-throughput physical property measurements of many nanowires of various geometries and morphologies, and allow correlations with their atomic structure as determined by TEM.

Microfabricated metal lines can also be employed to measure electrically insulating nanowires. Using electron beam lithography, a metal heater line is fabricated such that a target nanowire crosses the center of the line. With the ends of the nanowire and heater thermally anchored, the nanowire removes a fraction of heat from the heater line, reducing the heater’s temperature rise, and thus making it possible to calculate the thermal resistance of the nanowire.

![Figure 1: Contacts for a four-point probe measurement of a single silicon nanowire.](image)
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Nanocomposites as Thermoelectric Materials


Sponsorship: NASA, Intel, Nanolab SBIR

Direct energy conversion between thermal and electrical energy based on thermoelectric effects is attractive for potential applications in waste heat recovery and environmentally-friendly refrigeration [1-2]. The energy conversion efficiency depends on the dimensionless figure of merit of the thermoelectric materials, ZT, which is proportional to electrical conductivity, square of the Seebeck coefficient, inverse of the thermal conductivity, and absolute temperature. At the current stage, the low ZT values of available materials restrict the efficient applications of this technology. Recently, significant enhancements in ZT were presented through the use of nanostructures such as superlattices. Previous works done by our group show that such improvement in superlattices is mainly attributed to the increased interfacial diffuse phonon scattering [3-4]. These studies lead us to pursuing the nanocomposite approach as a cost-effective alternative in developing high ZT materials.

Previously, we reported thermal conductivity reduction in SiGe nanocomposites. Through collaboration with Boston College group and Jet Propulsion Lab, we realized significant improvement in the ZT over that of SiGe used in the past NASA flights (Figure 1). We are also working on Bi$_2$Te$_3$ and PbTe nanocomposites. Our preliminary results on Bi$_2$Te$_3$ nanocomposites also show reduced thermal conductivities. Work is in progress to optimize the structures for further improving the ZT values.

Figure 1: Measurements of temperature-dependent ZT. Nanostructured sample SGMA04 shows higher ZT than typical bulk alloy, “RTG SiGe.”

Figure 2: Temperature-dependent thermal conductivities of Bi$_2$Te$_3$ nanocomposite samples. Data of bulk materials are plotted for comparison.
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Flux and Force due to Near-field Thermal Radiation
D. Chen, L. Hu, A. Narayanaswamy, G. Chen (in coll. with J.D. Joannopoulos)
Sponsorship: ONR, MURI (through UC Berkeley)

Fluctuating electromagnetic fields of thermal origin lead to surprising results in the near-field. For instance, the radiative energy transfer between bodies that can support surface polaritons can be increased by a few orders of magnitude compared to far-field thermal radiation predicted by Planck’s law. These fluctuating fields, even at absolute zero temperature, also lead to the Casimir force between objects. We have previously shown that the enhancement in radiative transfer can be used to improve the performance of thermophotovoltaic (TPV) [1] as well as thermoelectric devices [2].

Surface polaritons, which are involved in enhancing out-of-plane radiative transfer, can also lead to significant increase in in-plane thermal “conductivity.” We model the in-plane energy transfer due to these surface polaritons as a diffusive process in an absorbing medium. Due to the well-known very long propagation length of the anti-symmetric mode, we find that the surface polaritons can make a significant contribution to the effective thermal conductivity along thin films. In particular, for a 40 nm thick film of amorphous silicon dioxide, we calculate a total thermal conductivity of 4 W m⁻¹ K⁻¹ at 500 K, which is an increase of ~100% over the intrinsic phonon thermal conductivity [3], as shown in Figure 1. In addition to thermal in-plane transport, we are in the process of measuring near-field thermal radiation transfer and forces between two spherical micro-particles as well as between spheres and planar substrates.

We are developing a 2-D structure that features micro-sized interdigitized hot and cold fingers, as shown in Figure 2. The objective is to increase both power density and efficiency of TPV devices by exploiting the increased radiative surface/volume ratio, photon recycling, and photonic band gap in one compact device structure. We have fabricated the finger structures and successfully aligned the two mating structures. Thermal characterization of the device is in progress.

R e f e r e n c e s
We have developed a novel method of manufacturing and assembling process termed nano-pelleting [1-2], which refers to large-scale handling and long-range order assembly of individual carbon nanotubes (CNTs). The nano-pelleting concept overcomes the limitation of very small-scale order by embedding carbon nanotubes into micro-scale pellets. This technique includes vertically growing single strand CNTs, embedding a CNT into a polymeric pellet, separating a pellet, and transplanting a CNT. The CNTs are grown vertically, both individually and in bunches, on the patterned catalytic metal using a plasma enhanced chemical vapor deposition (PECVD) machine (Figure 1) built by us at MIT. The machine’s key feature is the control of the substrate temperature during the growth process. At the bottom of the ceramic heater, three thermocouples are connected to measure the temperature, which is controlled by the heater controller. Plasma is formed between anode and cathode by applying a DC voltage, which then decomposes acetylene into carbon that deposits below the Ni catalyst and leads to the formation of carbon nanotubes. The process sequence to make pellets is the following: coating PMMA on the silicon wafer, exposing the photo-resists using Raith 150 to obtain the desired patterns by varying the aperture size, dose, electric field, developing the photo-resist, depositing Ti/Ni (25nm), and lifting-off the resist to obtain Ni-catalyst nano-dots. Single stranded CNTs are grown in the PECVD machine with optimized process conditions as shown in Figure 2. On these isolated CNTs, SU-8 is spin-coated to form a thickness of 25 micro-meter. This SU-8 layer is exposed to UV light using an appropriate mask and then developed to form nano-pellets. The nano-pellets are released from the silicon substrate by manually breaking them with a spark needle. We are developing an in-plane AFM probe [3] with mechanically assembled CNT tips.
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Integrated Carbon Nanotube Sensors
K.-J. Lee, T.S. Cho, A.P. Chandrakasan, J. Kong
Sponsorship: Intel, MARCO IFC

Single-walled carbon nanotubes (SWNT) exhibit unique mechanical and electrical properties that make them attractive for nanoelectronic applications. In particular, the conductance of a semiconducting SWNT is known to change significantly when exposed to certain gases [1]. The high sensitivity and fast response time make carbon nanotubes (CNT) very attractive for chemical sensing applications. However, the underlying sensing mechanism of CNT sensors is quite different from Si-based chemical transistors, and fabrication methods generally yield devices with large variations. Device variations and technology integration issues must be resolved before any CNT sensor devices can become practical [2].

In this project, we grow carbon nanotubes through chemical vapor deposition (CVD) and fabricate devices for an ultra low-power wireless sensing system. This work is done in collaboration with T. S. Cho in Professor A. Chandrakasan’s group from the Department of Electrical Engineering and Computer Science at MIT, whose back-end circuitry will provide an interface to our CNT sensor array. The main goals of this project are to build a CNT sensor array with high yield of semiconducting SWNTs, high sensitivity and selectivity of gases, and low variability in the performance of the device. Through statistical characterization of the device, we attempt to get a better grasp of the underlying CNT sensing mechanism and find enhanced fabrication methods to reduce performance variability. In addition, chemical functionalization of CNT sensors will allow the target application to detect different types of toxic gases for environmental and industrial applications.
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In this project, an effective technique for site-selective, multicomponent assembly at the nano- and micro-scale has been created and quantitatively modeled. This approach offers great promise for assembling arbitrary (not necessarily periodic) systems of multiple different types of nanoscale components, such as electronics (memory, logic, interconnects, displays) and sensor systems.

The key elements of the approach follow. First, the topography of the substrate is modified to match the components’ 3D shapes. Then the substrate and components are coated with an adhesion promoter, such as a hydrophobic SAM for adhesion in a water-based environment. The components and substrate are placed in a fluid environment for the assembly process, and megahertz frequency ultrasound is applied to the fluid bath. Components contact the substrate randomly and adhere wherever they land; however, components that are not in shape-matched sites are removed by fluid forces initiated by the high frequency ultrasound. Components in shape-matched sites are selectively retained because their adhesive force is stronger than the removal forces. Figure 1 is an optical micrograph showing the successful assembly of 600 nm and 2 µm diameter silica microspheres into designated sites on the substrate. Figure 2 shows how measured assembly yield of spheres into holes of slightly different sizes increases with the contact area between spheres and substrate.

This approach to assembly is inherently selective; since each component will adhere only in a shape- and size-matched site, geometrically distinct components will assemble only into their designated assembly sites. This allows the organizing information to be stored in the template initially, and permits components that may not be compatible with top-down manufacturing techniques to be added to the system later, with high positional precision. Work is underway to demonstrate this approach at smaller size scales and to create practical systems using this technology.
Vibrational, Thermodynamic, and Transport Properties of Carbon Nanotubes from Density-functional Perturbation Theory

N. Bonini, N. Marzari
Sponsorship: MARCO IFC, ISN

Carbon nanotubes present unique physical properties, which make them promising materials for applications in high-performance nanoscale devices. Indeed, because of their high thermal and electrical conductivities, carbon nanotubes are excellent candidates both as interconnects in integrated circuits and as heat-management materials in silicon chips. Unfortunately, due to the challenge in nanoscale experiments, the thermodynamics of these materials as well as the origin and the limits of their transport properties are still unclear. In this project we use a combination of density-functional theory and density-functional perturbation theory to study the vibrational properties of carbon nanotubes. In particular we investigate anharmonic effects, such as thermal expansion and phonon lifetimes, which are key quantities to understanding the thermodynamical and transport properties of these systems. The thermal expansion coefficients are calculated from the minimization of the vibrational free energy in the quasi-harmonic approximation. This same approach provides excellent agreement with experimental data for the case, e.g., of graphite. Our results show that carbon nanotubes contract both in the axial and radial directions at low and room temperature, while they expand at higher temperatures. Anharmonic phonon lifetimes are evaluated from the cubic terms in the interatomic potential, using density-functional perturbation theory and the 2n+1 theorem. We plan to use these quantities to predict the transport properties of carbon nanotubes using the Boltzmann transport equation—in particular how inelastic excitation of phonons further reduces the ballistic transport of electrons.

![Figure 1: The ab initio phonon dispersion of graphite (solid lines). The inset shows an enlargement of the low-frequency Γ-A region. The experimental data are also shown (color marks).](image1.png)

![Figure 2: In-plane coefficient of thermal expansion as a function of temperature for graphite and graphene.](image2.png)
We characterize the response of isolated single-wall (SWNT) and multi-wall (MWNT) carbon nanotubes and bundles to static electric fields using first-principles calculations and density-functional theory. The longitudinal polarizability of semiconducting SWNTs scales as the inverse square of the band gap (Figure 1). Because of the absence of depolarization effects in the longitudinal direction, nearby parallel tubes have very weak dielectric interaction, so in MWNTs and bundles the longitudinal polarizability is given by the sum of polarizabilities of the constituent tubes.

The transverse polarizability of SWNTs is insensitive to band gaps and chiralities and is proportional to the square of the radius (Figure 2). The electric field applied perpendicular to a SWNT is screened by a universal factor of about 4.5, independent of the nanotube’s radius. This property is inherited from the anomalous scale-invariant in-plane response of a sheet of graphene. The transverse response is thus intermediate between metallic and insulating. We construct a simple electrostatic model based on a scale-invariance relation that captures accurately the first-principles results for transverse response of SWNTs and MWNTs. Because of strong screening and radius dependence of polarizability, the outer few layers dominate the response in MWNTs.

Using the results of our calculations, we analyze the feasibility of separating semiconducting and metallic nanotubes using uniform and non-uniform static electric fields in vacuum and in solutions. We also find that the dielectric response of non-chiral SWNTs in both directions remains linear up to very high values of the applied field.

**Figure 1**: Log scale plot of the longitudinal polarizability (per unit length) of zigzag semiconducting SWNTs as a function of the band gap. The dashed line has slope −2. The inset shows the values for large-gap zigzag SWNTs as a function of radius divided by band gap squared.

**Figure 2**: Transverse polarizabilities (per unit length) of armchair and zigzag nanotubes as a function of radius squared. The solid line corresponds to an ideal metallic cylinder, and the dashed line is the best fit of the first-principles results. This figure shows that transverse polarizabilities of SWNTs of different band gaps and chiralities lie on the same line.
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Quantum computation holds the potential to solve problems currently intractable with current computers. The basic component of a quantum computer is the "qubit," the quantum analog to today's bits. Any two-level quantum system could serve as a qubit; however, the qubit must satisfy two major criteria for practical quantum computing: long coherence times and the ability to scale to thousands of qubits. Persistent-current (PC) qubits are promising candidates for realizing such a large-scale quantum computer. The PC qubit is a superconducting circuit with Josephson junction (JJ) elements that can be effectively operated as a two-level quantum system [1].

With a tri-layer process using optical lithography, we can create the deep-submicron JJs required to realize large qubit tunnel-couplings, which allow improved immunity to dielectric-induced decoherence, and there is no foreseeable barrier to large-scale integration. We have recently begun measuring and characterizing the PC qubits designed with these deep-submicron JJs fabricated with the Nb-Al/AlOx-Nb trilayers. Initial testing of the JJs shows excellent performance down to sizes necessary for long decoherence times (Figure 1), and first studies of how the ground state of the new qubits changes as the applied DC flux is swept show the large tunnel-couplings we were aiming for (Figure 2).
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We have demonstrated Mach-Zehnder (MZ)-type interferometry with a niobium superconducting persistent-current qubit. These experiments exhibit remarkable agreement with theory, and they will find application to non-adiabatic qubit control methods. The qubit is an artificial atom, the ground and first-excited states of which exhibit an avoided crossing. Driving the qubit with a large-amplitude harmonic excitation sweeps it through this avoided crossing two times per period. The induced Landau-Zener (LZ) transitions at the avoided crossing cause coherent population transfer between the eigenstates, and the accumulated phase between LZ transitions varies with the driving amplitude. This is analogous to a MZ interferometer, in which the LZ transition is the beamsplitter and the relative phase accumulated between LZ transitions is the optical path-length difference between the arms of the interferometer. Over the entire length of the microwave driving pulse, we have a sequence of MZ interferometers. We have observed MZ quantum interference fringes as a function of the driving amplitude for single- and multi-photon excitations.
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Coherent Quasi-classical Dynamics of a Niobium Persistent-Current Qubit

D.M. Berns, S.O. Valenzuela, W.D. Oliver, L.S. Levitov, T.P. Orlando

We have recently demonstrated Mach-Zehnder-type interferometry in the persistent-current qubit, in the strong driving limit [1]. We have now extended this work to much lower driving frequencies. By driving our system at frequencies smaller than our linewidth, we have observed a new regime of quasi-classical dynamics within the strong driving limit. Now a transition at a DC flux detuning resonant with $n$ photons is assisted by neighboring resonances. In this regime we find remarkable agreement with theory by assuming the population transfer rate for the $n^{th}$ photon resonance is the sum of rates from all other resonances.

Figure 1: Qubit population as a function of driving amplitude. (a) Driving frequency = 270 MHz. We see the Bessel dependence to the Mach-Zehnder-like quantum interference for $n$-photon transitions. (b) Driving frequency = 90 MHz. Individual resonances are no longer distinguishable but we still see coherent quantum interference.
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Resonant Readout of a Persistent Current Qubit

J.C. Lee, W.D. Oliver, T.P. Orlando
Sponsorship: DURINT, ARDA, NSF

The two logical states of a persistent current (PC) qubit correspond to oppositely circulating currents in the qubit loop. The induced magnetic flux associated with the current either adds to or subtracts from the background flux. The state of the qubit can thus be detected by a DC SQUID magnetometer inductively coupled to the qubit.

We have implemented a resonant technique that uses a SQUID as a flux-sensitive Josephson inductor for qubit readout. This approach keeps the readout SQUID biased at low currents along the supercurrent branch and is more desired for quantum computing applications in reducing the level of decoherence on the qubit. By incorporating the SQUID inductor in a high-Q on-chip resonant circuit, we can distinguish the two flux states of a niobium PC qubit by observing a shift in the resonant frequency of the readout circuit. The nonlinear nature of the SQUID Josephson inductance, as well as its effect on the resonant spectra of the readout circuit, was also characterized.

REFERENCES
Type-II Quantum Computing Using Superconducting Qubits

Sponsorship: AFOSR, Fannie and John Hertz Foundation

Most algorithms designed for quantum computers will not best their classical counterparts until they are implemented with thousands of qubits. For example, the factoring of binary numbers with a quantum computer is estimated to be faster than a classical computer only when the length of the number is greater than about 500 digits [1]. In contrast, the factorized quantum lattice-gas algorithm (FQLGA) [2] for fluid dynamics simulation, even when run on a quantum computer significantly smaller than the one just discussed, has significant advantages over its classical counterparts.

The FQLGA is the quantum version of classical lattice-gases (CLG) [3]. CLGs are an extension of classical cellular automata with the goal of simulating fluid dynamics without reference to specific microscopic interactions. The binary nature of the CLG lattice variables is replaced for the FQLGA by the Hilbert space of a two-level quantum system. The results of this replacement are similar to that of the lattice-Boltzmann model, but with a few significant differences [4]. The first is the exponential decrease in required memory. The second is the ability to simulate arbitrarily small viscosities.

We have recently developed two implementations of the algorithm for the 1D diffusion equation using the PC Qubit [5]. The first consists of initializing the qubits while keeping them in their ground state, and then performing the collision by quickly changing their flux bias points and then performing a single π/2 pulse (Figure 1). This initialization technique could prove quite useful, since relaxation effects are avoided, but the way we have implemented the collision is not easily generalized to other collisions. A more general collision implementation was then developed by decomposing the unitary collision matrix into a sequence of single qubit rotations and coupled free evolution. The single qubit rotations then also serve to initialize the fluid’s mass density.

Figure 1: Simulation of the FQLGA for 1D diffusion is pictured(o) alongside simulation of the first proposed implementation(+) (Figure 1). The expected diffusion of a gaussian is observed.
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Adiabatic quantum computation (AQC) is an approach to universal quantum computation in which the entire computation is performed in the ground state of a suitably chosen Hamiltonian [1]. As such, AQC offers intrinsic protection against dephasing and dissipation [2,3]. Moreover, AQC naturally suggests a novel quantum approach to the classically intractable constrained minimization problems of the complexity class NP. Namely, by exploiting the ability of coherent quantum systems to follow adiabatically the ground state of a slowly changing Hamiltonian, AQC promises to bypass automatically the many separated local minima occurring in difficult constrained minimization problems that are responsible for the inefficiency of classical minimization algorithms. To date, most research on AQC [4-8] has focused on determining the precise extent to which it could outperform classical minimization algorithms. The tantalizing possibility remains that—at least for all practical purposes—AQC offers at least a large polynomial, and often an exponential, speedup over classical algorithms. However, it may be the case that in the same way the efficiency of many practical classical algorithms for NP problems can be established only empirically, the efficiency of AQC on large instances of classically intractable problems can be established only by building a large-scale AQC experiment.

To make feasible such a large-scale AQC experiment, we have proposed a scalable architecture for AQC based on the superconducting persistent-current (PC) qubits [9, 10] already under development here at MIT. As first proposed in [11], the architecture naturally incorporates the terms present in the PC qubit Hamiltonian by exploiting the isomorphism [12] between antiferromagnetic Ising models in applied magnetic fields and the canonical NP-complete graph theory problem Max Independent Set. Such a design notably removes any need for the interqubit couplings to be varied during the computation. Moreover, since Max Independent Set remains NP-complete even when restricted to planar graphs where each vertex is connected to no more than 3 others by edges, a scalable programmable architecture capable of posing any problem in the class NP may simply take the form of a 2D, hexagonal, square, or triangular lattice of qubits. Finally, the latest version of the architecture [13] permits interqubit couplings to be limited to nearest-neighbors and qubit measurements to be inefficient.
Adiabatic quantum computing devices (AQC) have been implemented successfully in several types of systems, including ion traps, nuclear spins, and photon cavities. However, we find implementing AQC in superconductive circuits offers several key advantages. Primarily, using standard techniques adapted from the semiconductor industry, we can fabricate very large numbers of superconductor-based qubits in CMOS-compatible materials [1].

The stringent resolution and uniformity requirements for AQC devices present an interesting fabrication challenge. In order to perform certain AQC experiments, Josephson junctions with diameters of ~50 nm are useful. While previous quantum computing experiments at MIT used devices fabricated using optical projection lithography, sub-100-nm dimensions require alternate techniques, such as electron-beam lithography and suspended shadow-mask evaporation. Additionally, the uniformity of these nanoscale junctions must be high and the areas of the Josephson junctions within a single device must exhibit very low variation.

No readily available lithographic technology meets these requirements, so research is being conducted on methods of defining arbitrary features as small as 50 nm with the precision required for adiabatic quantum computing. Current experiments have focused on improving the resolution and uniformity of the scanning electron-beam lithography (SEBL) system in the Nanostructures Laboratory, particularly in investigating the effects of different pattern geometries on the uniformity of very small features. Parallel work is also being done on a reliable, automated method of measuring the dimensions of very small structures for the purposes of determining uniformity, using scanning electron microscope (SEM) images and image-processing software.
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Probing Decoherence with Electromagnetically Induced Transparency in Superconductive Quantum Circuits

K. Murali, W.D. Oliver, T.P. Orlando (in coll. with Z. Dutton, Naval Research Laboratory)
Sponsorship: DURINT, ARDA

Superconductive quantum circuits (SQCs) comprising mesoscopic Josephson junctions, quantized flux, and/or charge states are analogous to the quantized internal levels of an atom [1]. This SQC-atom analogy can be extended to the quantum optical effects associated with atoms, such as electromagnetically induced transparency (EIT) [2, 6].

The three-level $\Lambda$-system for our S-EIT system (Figure 1a) is a standard energy-level structure utilized in atomic EIT. It comprises two meta-stable states $|1\rangle$ and $|2\rangle$, each of which may be coupled to a third excited state $|3\rangle$. In an atomic EIT scheme, a strong “control” laser couples the $|2\rangle \rightarrow |3\rangle$ transition, and a weak resonant “probe” laser couples the $|1\rangle \rightarrow |3\rangle$ transition. By itself, the probe laser light is readily absorbed by the atoms and thus the quantization of the laser light through the atoms is very low. However, when the control and probe laser are applied simultaneously, destructive quantum interference between the atomic states involved in the two driven transitions causes the atom to become “transparent” to both the probe and control laser light [2-4]. Thus, the light passes through the atoms with virtually no absorption. In this work, we propose to use EIT in SQCs to sensitively probe decoherence.

The SQC (Figure 1b) can be biased to result in an asymmetric double-well potential as shown in Figure 2. The three states in the left well constitute the superconductive analog to the atomic $\Lambda$-system [5]. States $|1\rangle$ and $|2\rangle$ are “meta-stable” qubit states, with a tunneling and coherence time much longer than the excited “readout” state $|3\rangle$. State $|3\rangle$ has a strong inter-well transition when tuned on-resonance to state $|4\rangle$. Thus, a particle reaching state $|3\rangle$ will tend to tunnel quickly to state $|4\rangle$, causing the circulating current to switch to the other direction, an event that is detected with a SQUID. Knowing how long the SQC remains transparent, i.e., does not reach state $|3\rangle$, in the S-EIT experiment provides an estimate of the decoherence time.
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Magnetoelastic Behavior of Magnetic Nanostructures

E. Friend, C.A. Ross, R.C. O’Handley
Sponsorship: NSF

Previous researchers have investigated the magnetic properties of multilayer thin-film sandwiches of copper/nickel/copper epitaxially grown on silicon [1]. In this system, the magnetic properties of the nickel layer change drastically as the thickness (and therefore the amount of strain) of the nickel layer varies, and it does so over a thickness range that is uniquely broad. This effect is due to both the large magnetoelastic energy and to the surface magnetocrystalline anisotropy energy of the nickel film.

Our research focuses on understanding the effects of patterning these Cu/Ni/Cu films into nanoscale lines. Once patterned, the strained films can relax at the edges, with the strain relief being a function of line width and thickness. The ultimate aims are to elucidate the relationship between stress and magnetic properties in nanoscale features, to understand and control the effects of stress on magnetic nanostructures, and to exploit this effect to achieve desired magnetic properties. Understanding this relationship is a key part of the development of future magnetic recording technologies such as patterned recording media and read/write heads.

Magnetic characterization of Cu/Ni/Cu nanolines (Figure 2) has shown that, contrary to the expectations from shape anisotropy, the preferred magnetization direction is transverse to the line direction in the sample plane [2]. This preference is due to strain relief in the nanoline across its width. Simulations of strain in these structures (Figure 1) have shed further light on the relation between the nanoline cross-section aspect ratio and strain relief, showing that strain is relaxed at the edges of the lines over a distance of about 1.5 times the film thickness. Therefore narrower lines show a greater magnetic anisotropy parallel to their width. Strain relief is even greater in the case of overetch into the copper substrate. Magnetic anisotropy data is being analyzed to understand how the net anisotropy of the nanolines agrees with theoretical models.
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Templated Self-assembly of Block Copolymers for Nanolithography

C.A. Ross, H.I. Smith, F. Ilievski, V. Chuang, Y.S. Jung
Sponsorship: NSF, CMSE, Singapore-MIT Alliance, SRC

Large-area, periodic nanoscale structures are interesting for understanding fundamental material properties as well as for developing novel applications, such as the fabrication of magnetic media or contacts to nano-sized devices. Self-organizing systems provide a simple and low-cost method of fast fabrication of periodic nanoscale structures. One such system is the family of compounds called block-copolymers that we have been using. Block copolymers consist of two covalently bound polymer chains of chemically distinct polymer materials. The chains can self-assemble to form small-scale domains whose size and geometry depend on the molecular weights of the two types of polymer and their interaction[1]. The domains have a very uniform distribution of sizes and shapes. We have been using block copolymers as templates for the formation of structures such as magnetic particles, by selectively removing one type of domain and using the resulting template to pattern a nanostructured magnetic film. We have successfully applied this patterning process to the fabrication of magnetic dots from Co, NiFe[2] and multilayer CoFe/Cu/NiFe[2] films. One drawback of this technique is that the as-cast block copolymer forms a short-range ordered structure, whereas many applications require long-range ordered structures. It is therefore necessary to guide the microphase separation of the block copolymer by a process called templating. This can be done by using a substrate with shallow grooves as guides for a single layer of spheres[3] or cylinders that could be utilized in fabrication of nanorods and nanowires. Deep v-shaped grooves provide an interesting model for analyzing the ordering in 3 dimensions (Figure 1). Lastly, by combining this technique with nanoimprint lithography (Figure 2), we can achieve large-scale alignment and avoid additional steps for removal of the guiding template.

![Figure 1: Self-assembled block copolymer in a v-shaped groove. For imaging, one of the blocks was removed by oxygen plasma etching to reveal the structure of the other block. The number of rows of spheres increases in a quantized manner from the bottom up (one row of spheres, then two, etc.) Half-spheres and other transitions do not form.](image1)

![Figure 2: Initial results in templated block copolymers using nanoimprint lithography. A 1-µm period mold was pressed into a thin layer of block copolymer on a flat substrate and both were annealed to induce the phase separation. The polymer was pushed out of regions where the mold was in contact with the substrate. If transferred into a magnetic layer, similar dots could be used as storage units for single bits in magnetic media. We are currently working on methods of improving the long-range order.](image2)
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Scanning Beam Interference Lithography
Sponsorship: NASA, Plymouth Grating Laboratory

Traditional methods of fabricating gratings, such as diamond tip ruling, electron and laser beam scanning, or holography, are generally very slow and expensive and result in gratings with poor control of phase and period. More complex periodic patterns, such as gratings with chirped or curved lines, or 2D and 3D photonic patterns, are even more difficult to pattern. This research program seeks to develop advanced interference lithography tools and techniques to enable the rapid patterning of general periodic patterns with much lower cost and higher fidelity than current technology.

Interference lithography (IL) is a maskless lithography technique based on the interference of coherent beams. Interfering beams from an ultra-violet laser generates interference fringes which are captured in a photo-sensitive polymer resist. Much of the technology used in modern IL practice is borrowed from technology used to fabricate computer chips. Traditional IL methods result in gratings with large phase and period errors. We are developing new technology based on interference of phase-locked scanning beams, called scanning beam interference lithography (SBIL). The SBIL technique has been realized in a tool called the MIT Nanoruler, which recently won an R&D 100 award (Figure 1). Large gratings can be patterned in a matter of minutes with a grating phase precision of only a few nanometers and a period error in the ppb range (Figure 2).

Current research efforts seek to generalize the SBIL concept to pattern more complex periodic patterns, such as variable period (chirped) gratings, 2D metrology grids, and photonic patterns [1]. Important applications of large, high fidelity gratings are for high-resolution x-ray spectroscopes on NASA x-ray astronomy missions, high energy laser pulse compression optics, and length metrology standards. We are in the process of a major upgrade of the Nanoruler optical and mechanical system which will allow rapid variation and control of grating pitch and fringe orientation, which will enable a new mode of operation of the Nanoruler that we call variable-period SBIL.
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Nanofabricated Reflection and Transmission Gratings

M. Ahn, C.-H Chang, R. Heilmann, J. Montoya, Y. Zhao, M.L. Schattenburg
Sponsorship: NASA

Diffraction gratings and other periodic patterns have long been important tools in research and manufacturing. Diffraction is due to the coherent superposition of waves—a phenomena with many useful properties and applications. Waves of many types can be diffracted, including visible and ultraviolet light, x-rays, electrons and even atom beams. Periodic patterns have many useful applications in fields such as optics and spectroscopy, filtering of beams and media, metrology, high-power lasers, optical communications, semiconductor manufacturing, and nanotechnology research in nanophonics, nanomagnetics and nanobiology.

The performance of a grating is critically dependent on the geometry of individual grating lines. Lines can have rectangular, triangular or other geometries, depending on the application. High efficiency requires control of the geometric parameters which define individual lines, e.g., width, height, smoothness, sidewall angle, etc., in the nanometer or even sub-nanometer range. For some applications control of grating period in the picometer to femtometer range is critical. Traditional methods of fabricating gratings, such as diamond tip ruling, electron and laser beam scanning, or holography, generally result in gratings which fall far below theoretical performance limits due to imperfections in the grating line geometry. The main goal of our research is to develop new technology for the rapid generation of general periodic patterns with control of geometry measured in the nanometer to sub-nanometer range in order to achieve near-theoretical performance and high yields.

Fabrication of gratings is generally accomplished in two main steps, (1) lithographic patterning into a photosensitive polymer resist, followed by (2) pattern transfer. A companion research program in this report entitled “Scanning Beam Interference Lithography” (previous page) describes progress in advanced grating patterning. In this abstract we report on pattern transfer technology. Development of a variety of grating geometries and materials is ongoing. Advanced gratings have been fabricated for 10 NASA missions, and further advances are sought for future missions [1]. Figure 1 depicts a gold wire-grid transmission grating designed for filtering deep-UV radiation for atom telescopes, while Figure 2 depicts a nano-imprinted sawtooth reflection grating for x-ray spectroscopy.
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R. Heilmann, J. Montoya, Y. Zhao, D. Trumper, M.L. Schattenburg
Sponsorship: NSF

Manufacturing of future nanodevices and systems will require accurate means to pattern, assemble, image and measure nanostructures. Unfortunately, the current state-of-the-art of dimensional metrology, based on the laser interferometer, is grossly inadequate for these tasks. While it is true that when used in carefully-controlled conditions interferometers can be very precise, they typically have an accuracy measured in microns rather than nanometers. Achieving high accuracy requires extraordinarily tight control of the environment and thus high cost. Manufacturing at the nanoscale will require new technology for dimensional metrology which enables sub-1 nm precision and accuracy in realistic factory environments.

A recently formed MIT-UNC-Charlotte team is developing new metrology technology based on large-area grating patterns that have long-range spatial-phase coherence and ultra-high accuracy. Our goal is to reduce errors in gratings by 10-100 times over the best available today. These improved gratings can be used to replace interferometers with positional encoders to measure stage motion in a new nanomanufacturing tools, and to calibrate the dimensional scales of existing nanofabrication tools. This increased precision and accuracy will enable the manufacturing of nanodevices and systems that are impossible to produce today. Improved dimensional accuracy at the nano-picometer scale will have a large impact in many nanotechnology disciplines including semiconductor manufacturing, integrated optics, precision machine tools and space research.

As part of this effort, we will utilize a unique and powerful tool recently developed at MIT called the nanoruler that can rapidly pattern large gratings with a precision well beyond other methods. Another unique high-precision tool, the UNCC-MIT-built sub-atomic measuring machine (SAMM), is being brought to bear to research new ways to quantify and reduce errors in the gratings.

Recent work at MIT is focused on improving the thermal controls in the Nanoruler lithography enclosure and developing an improved interferometer system to reduce errors in the stage metrology frame. At UNCC the SAMM is undergoing extensive refurbishment and improvements designed to boost interferometer accuracy.
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Building Three-dimensional Nanostructures via Membrane Folding

W.J. Arora, A.J. Nichol, G. Barbastathis, H.I. Smith

Sponsorship: ISN

Nanostructured Origami™ describes a method of manufacturing three-dimensional (3D) nanostructures on a silicon wafer. Nanometer-scale structures are best fabricated with various two-dimensional (2D) lithography techniques. This project addresses the problem of building 3D structures using only 2D lithography. The general method of the Nanostructured Origami™ approach involves three steps: lithographically define micrometer-scale membranes and hinges; lithographically pattern nanostructures on these membranes; and release the membranes and actuate the hinges to fold into a 3D shape. Presently, we envision this technology to be well suited for fabrication of 3D photonic crystals and 3D diffractive optical devices.

We have developed a process to fold thin membranes of silicon nitride using stressed chromium hinges [1]. To date, these membranes have been patterned with gratings prior to being folded into 3D. However, arbitrary nanoscale features can be etched into or deposited onto the membranes. Experimental results are shown in Figures 1 and 2.

Current work focuses on reducing the radius of the folds. With the stressed chromium metal approach, we have demonstrated 30-µm-radius folds and by thinning the membrane at the hinge area, we predict that it is possible to achieve 5-µm-radius folds. However, it is desirable to have fold radii on the order of the membrane thickness, usually 1µm or less. We are developing a new folding approach that uses the stress gradient created by ion implantation. The maximum strain generated is proportional to the implanted ion concentration, which can be much larger than that generated by the stressed chromium. Additionally, as the ion implantation takes place, the hinge area is sputtered and can be controllably thinned. The combination of these effects results in a much smaller radius. Preliminary experimental results are shown in Figure 2.
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Efficient fiber-to-chip coupling is a significant problem for high-index contrast micro-photonics due to the large difference in size and refractive index between the core of an optical fiber (several microns in diameter) and the core of a high-index-contrast waveguide (less than a micron wide). An efficient fiber-to-chip coupler is thus needed to match the mode of the fiber and transform it to a propagation mode inside the chip waveguide while minimizing signal loss. Our research simultaneously investigates and fabricates two different designs to accomplish the coupling. In the first design, called a horizontal coupler, a large polymer waveguide sits on a small silicon waveguide whose width tapers from 30 to 450 nm. This way, light is gradually transferred from the polymer waveguide to the silicon waveguide over the length of the tapered region. Figure 1 shows a cross-sectional area of the horizontal coupler. Fabrication is done on silicon-on-insulator wafers, so that the buried oxide functions as an under-cladding and prevents optical modes from reaching into the substrate. An over-cladding layer is also added to the structure to make the coupler compatible with other photonic devices, such as micro-ring-based reconfigurable optical add-drop filters. The second design, the vertical coupler, is based on a grating array composed of nanoscale tooth-sets that allow coupling from a vertically oriented fiber to a horizontally oriented waveguide. We are now demonstrating this concept using silicon-rich silicon nitride waveguides. Figure 2 shows a sketch of the vertical coupler design under fabrication. The minimum feature size reaches ~100 nm.
Microphotonics promises to revolutionize optics through miniaturization and dense integration of optical elements on planar surfaces. Of particular interest are microphotonic devices that employ high refractive-index contrast (HIC). These devices have dimensions on the order of the optical wavelength and functionality often not achievable with macro-scale devices. A long-standing criticism of HIC microphotonic devices, however, is their inherent sensitivity to polarization: they respond differently to light polarized along different axes. Since the polarization state changes randomly in optical fibers, HIC microphotonic devices are incompatible with the optical fibers necessary to connect them to the outside world.

In the Nanostructures Laboratory, we have developed nanofabrication techniques that allow the realization of microphotonic devices with unprecedented accuracy [1]. These techniques are based on scanning e-beam lithography and allow us to fabricate microring filters of unprecedented optical performance. Here, we overcome another major obstacle: sensitivity to polarization. We apply an integrated polarization-diversity scheme to render the optical response of microring filters insensitive to polarization. An optical add-drop multiplexer was realized and the polarization-dependent loss reduced to a remarkable average of 1 dB. Figure 1 presents the optical circuit diagram implemented and electron micrographs of the structure. The waveguides are based on silicon-rich silicon nitride and the critical dimensions vary from 70 to 3000 nm across the structure. The average waveguide widths of the 18 microrings forming the add-drop multiplexer are matched to 0.15 nm. The aspect ratio of the tallest and thinnest structures reaches 12 to 1.
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Nanofabrication of Reconfigurable Optical Add-drop Multiplexers in Silicon

T. Barwicz, M.A. Popovic, F. Gan, P.T. Rakich, M. Dahlem, E.P. Ippen, F.X. Kaertner, H.I. Smith

Sponsorship: Pirelli S.p.A

Reconfigurable optical add-drop multiplexers (ROADMs) are key components of modern optical networks. Data in optical fibers is carried at numerous wavelengths, which are also called channels. The ROADMs allow the rerouting (drop) of a subset of the data channels traveling in an optical fiber and replacing these with new data streams (add) that will be carried in the fiber at the previously rerouted wavelengths. “Reconfigurable” in ROADM indicates that the subset of dropped channels can be changed on the fly while the ROADM is in operation.

In our previous work, we developed nanofabrication techniques of unprecedented accuracy that allowed us to demonstrate in silicon-rich silicon nitride the most advanced microring filters reported [1-2]. In this work, we employ silicon microrings to take advantage of the high thermo-optical coefficient of silicon, allowing wide tuning of the wavelengths of operation of the ROADM with integrated heaters. Figure 2 presents a cross-sectional diagram of our implementation of a silicon waveguide with an integrated heater. Line-edge roughness is of critical concern in silicon waveguides as it translates into significant optical propagation loss via scattering of the guided mode. We found that the smoothest waveguides are obtained using hydrogen silsesquioxane (HSQ) as an e-beam resist and an etch-mask. Figure 1 presents an electron micrograph of a coupling region between a microring and a bus waveguide defined in HSQ. The patterning is based on scanning electron-beam lithography.

---

**Figure 1:** Top-view electron micrograph of a coupling region defined in HSQ. Line-edge smoothness is critical for Si waveguides. The patterning is based on scanning electron beam lithography. The minimum feature size required is ~100 nm and must be controlled to ~ 5 nm.

**Figure 2:** Cross-sectional schematic of a silicon waveguide with an integrated titanium heater. Spin-on glass is used for the upper cladding of the waveguide to allow self-planarization and to avoid filling problems in narrow gaps.

---
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Nanofabrication of Optical Microring Filter Banks for Ultra-fast Analog-to-Digital Converters

C.W. Holzwarth, T. Barwicz, M.A. Popović, P.T. Rakich, E.P. Ippen, F.X. Kärtner, H.I. Smith
Sponsorship: DARPA

Microphotonic filter banks are an essential part of many proposed integrated photonic systems including ultra-fast analog-to-digital converters. Recent progress in designs and nanofabrication techniques for microring-resonators in high-index-contrast (HIC) materials have made possible the wide spectral spacing between resonances and low loss required for real world applications [1]. Achieving accurate resonant-frequency spacing of microring-filters is critical for these devices. In the NanoStructures Laboratory we have developed fabrication techniques based on scanning electron beam lithography (SEBL), that enables accurate control of the resonant-frequency spacing of HIC microring-resonator filter banks.

The resonant wavelength of a microring-resonator filter is given by $\lambda = \frac{n_{eff} \pi R}{m}$, where $\lambda$ is the resonant wavelength, $n_{eff}$ is the effective index of refraction, $R$ is the ring radius, and $m$ is an integer. The effective index is controlled lithographically by controlling the width of the ring waveguide. Although it is simple to change both the width and the radius of the ring in the SEBL layout, this change is limited to discrete jumps corresponding to the step size of the SEBL system. In order to have 1 GHz control of the resonant frequency for the designed filters, the SEBL systems would need a step size of 30 pm. In our process this limitation of discrete step size is overcome by modulating the electron-beam dose to precisely control the width of the ring waveguide [2].

In our experiments second-order microring-resonator filters fabricated in silicon-rich silicon nitride were used in the microring filter banks (Figure 1a). Using dose modulation, eight-channel filter banks with channel spacing ranging from 90 to 180 GHz were fabricated and tested (Figure 1b). The results demonstrate that we can accurately control a 2.7 nm change in average width of the ring waveguide to 0.11 nm, despite a 6 nm step size in the SEBL system.

![Figure 1: a) Scanning electron micrograph of a fabricated second-order microring-resonator filter that has a 20 nm free spectral range, 50 GHz bandwidth and 1.5 ± 0.5 dB drop loss. b) Measured response of an eight-channel filter bank based on second-order microring-resonators with a target channel spacing for 150 GHz. The actual average channel spacing measured is 159 GHz ($\sigma$=5 GHz) and channel crosstalk is less than 30 dB.](image)
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Imprint Lithography with Multilevel Alignment via Interferometric-Spatial-Phase Imaging

E.E. Moon, H.I. Smith
Sponsorship: Molecular Imprints, Inc.

A critical obstacle to widespread industrial acceptance of imprint lithography is the lack of capability for multilevel, nanometer-scale overlay. In journal articles [1-2] we described an alignment detection scheme, called interferometric-spatial-phase imaging (ISPI), which encodes alignment in the spatial phase disparity of complementary interference fringes, observed with oblique-incidence, long-working-distance, darkfield optical microscopes. We have applied ISPI to step-and-flash imprint lithography (S-FIL), in which alignment is actively measured and corrected with imprint fluid filling the template-substrate gap.

In S-FIL, it is desirable to use a shallow phase grating as the alignment mark, which raises the issue of ISPI fringe contrast. Fringe contrast with a fused silica phase grating in an imprint fluid is reduced to 12% of the fringe contrast with air in the template-substrate gap, as predicted by two-dimensional finite-difference time-domain (FDTD) simulations and confirmed by experiment. Despite the low fringe contrast, experimental data (Figure 1) indicate the ability of ISPI to achieve sub-nanometer alignment detectivity under such conditions, the most stringent typically encountered in imprint lithography.

Figure 2 illustrates the ability of ISPI to effect dynamic alignment control throughout the S-FIL imprint process. The data shows an initial condition with alignment well below 1 nm. Alignment is disturbed by a mechanical impulse from opening of the UV shutter, but ISPI can observe and correct such disturbances, which would usually pass unnoticed. We believe these experiments, among others, indicate that ISPI is uniquely advantaged for application to S-FIL and other forms of imprint lithography.
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Interference lithography (IL) is a means to produce periodic structures using the coherent interference of light. Typically, light from a source is divided and recombined, forming a periodic intensity pattern that can be used to expose a photosensitive substrate. The NanoStructures Lab (NSL) has been developing interference lithography systems since the mid 1970s, and operates a range of tools capable of writing gratings, grids, and other periodic structures with periods as fine as 100 nm; these structures are used in a wide variety of research areas.

Two of the NSL’s IL systems use 325 nm wavelength HeCd lasers. The most flexible and widely used of these systems is known as the Lloyd’s mirror. This system is a half Mach-Zehnder interferometer that is easily configured to write patterns with periods from 170 nm to several microns. A second system at the same wavelength in a full Mach-Zehnder configuration can write gratings over larger areas than the Lloyd’s mirror system, but is less flexible. Finally, the NSL operates an achromatic interference lithography (AIL) system. This system uses a 193 nm excimer laser and can write patterns with periods of 100 nm, as shown in Figure 1. This AIL system uses phase gratings to split and recombine the light, and can form high-contrast fringe patterns whose area is not dependent on the spatial or temporal coherence of the source.

Gratings produced by the Lloyd’s mirror have been used to cut carbon nanotubes, guide the assembly of nanoparticles for templated self-assembly, study the behavior of strained-silicon wafers, fabricate templates for imprint lithography, and more. The full Mach-Zehnder system has been used to study in-plane distortion of silicon nitride membranes and to create super-prisms and super-collimators based on 2D photonic crystals. The AIL system has been used to create free-standing gratings used in atom-beam interference experiments and EUV spectroscopy.

In addition, the NSL collaborates with the Space Nanotechnology Laboratory, which operates a Mach-Zehnder IL system and the Nanoruler, an IL system that can write high-quality gratings over areas larger than 300 mm in diameter.

![Figure 1: Scanning electron micrograph of a 100 nm-period grid, exposed in PMMA on top of an antireflection coating and transferred into Si by reactive ion etching.](image)
Interference lithography is a means of using the coherent interference of light to create periodic structures. The period of the pattern written is determined by the interference angle, $\theta$, and the wavelength, $\lambda$, according to the equation $P = \frac{\lambda}{2\sin(\theta)}$. Since an upper limit exists for the interference angle (90°), to reduce the period below half the wavelength it is necessary to use an immersion fluid to reduce the effective wavelength of the light. The NanoStructures Lab is developing an immersion interference lithography system that will be capable of writing gratings with periods of 70 nm or even smaller.

The system under development, shown in Figure 1, is an achromatic grating interferometer similar to an existing system that is used to write 100 nm period gratings. In this system, diffraction gratings split and recombine light. The gratings are configured in such a way that contrast of the fringe pattern formed is not dependent on the spatial or temporal coherence of the source. Analysis of the proposed system has shown that it will be capable of writing gratings with periods as fine as 70 nm, over areas as large as the parent gratings, using water as the immersion fluid. Using higher-index immersion fluids, it should be possible to write patterns as fine as 60 nm.

Gratings produced by this system are likely to find application in areas such as atom interferometers and templated self-assembly. In addition, the system will be used to study the performance of photoresists and immersion fluids at very high numerical apertures.
A three-dimensional photonic crystal is a periodic structure in which back-diffraction prevents light within a given wavelength band (the bandgap) from propagating in any direction. A local deviation from perfect periodicity (a “defect”) such as some missing material, i.e., a hole, or a local change in dimensions, can produce a photon trap or resonant cavity. Light cannot propagate through the photonic crystal but it can remain localized around the defect, leading to resonators of extraordinarily high Q. This phenomenon promises many practical applications, including single-photon sources and highly sensitive chemical detection. A line defect, such as a row of missing material, can serve as a lossless waveguide, leading to highly complex and functional photonic systems. Figure 1 [1] depicts a 3D photonic crystal with a very large omni-directional bandgap. In the past, we fabricated this type of structure using a layer-by-layer process composed of e-beam lithography followed by deposition and etch back [2]. We are replacing this tedious and error-prone process with layer-by-layer assembly of membranes that are pre-patterned using interference lithography, as depicted in Figure 2. Although this technique will require the development of entirely new membrane fabrication and assembly techniques, it should reduce the probability of error since the membranes are separately fabricated and inspected and assembled only at the final step.

Large area SiN membranes (1 cm x 1 cm), 350-nm thick, have been patterned with the appropriate 2D periodic structure. We are developing techniques for assembling such membranes with ~10 nm alignment accuracy. In the future Si membranes will be investigated. Ultimately we plan to assemble more than 20 layers in a 3D photonic crystal structure.
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Absorbance-Modulation Optical Lithography
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In the NanoStructures laboratory, we are developing an optical nano patterning technology that can push the resolution limits to sub-diffraction-limited regimes using photochromic molecules. Photochromic molecules are those that reversibly change their absorbance spectra upon irradiation [1]. By placing a thin photochromic layer on top of a traditional photoresist, coupled with a two-wavelength illumination, one can pattern sub-diffraction-limited features ($\sim \lambda/13$) [2]. The first wavelength, $\lambda_1$, bleaches the photochromic layer, turning it transparent, while the second longer wavelength, $\lambda_2$, reverses this bleaching process. The two-wavelength scheme, which we call absorbance-modulation-optical lithography (AMOL), uses a focused beam at $\lambda_1$ and a ring-shaped beam at $\lambda_2$. As a result, the beam transmitted through the photochromic layer is compressed laterally.

Thus, AMOL has the potential to pattern 30 nm features at $\lambda_1 = 400$ nm. Compared to scanning electron beam lithography (SEBL), AMOL has the advantages of higher accuracy, higher throughput (via parallel beams [3]), non-damaging effects (for organic and other sensitive substrates), and a fundamentally simpler configuration.

Furthermore, it can be shown that if both isomers of the photochromic molecule are stable, the compression of the transmitted beam is dependent on the ratio of the intensities at $\lambda_1$ and $\lambda_2$, not on either one alone. This has the important practical implication that highly compressed beams may be created at low power densities. The scale of the compression of the transmitted beam is determined by the initial absorbance of the photochromic layer as well as the difference between the initial and final absorbances, i.e., the contrast of the absorbance modulation. Figure 1 shows the predicted resolution improvement achievable with AMOL.

![Figure 1: Resolution scaling with wavelength for different technologies. Note that AMOL has the potential to extend optical nano patterning to the sub-30-nm regime.](image)
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Zone-Plate-Array Lithography (ZPAL)
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Optical projection lithography (OPL) has been the key element in the technological progress of the semiconductor industry. In OPL, a fixed pattern on a photomask is imaged onto a photoresist-coated substrate by means of a complex and expensive optical system. Resolution-enhancement techniques used to print at the diffraction-limit often constrain the geometries of these patterns. Furthermore, OPL is inherently inflexible since the patterns once defined in the photomask cannot be changed. Obtaining a new set of photomasks is an expensive and time-consuming proposition. This requirement is a significant impediment in emerging applications, in which frequent experimentation and changes to pattern geometries are often essential to achieving the optimum design.

In order to address these issues, in the NanoStructures laboratory at MIT, we have developed an optical-maskless lithography called zone-plate-array lithography (ZPAL) [1] that uses a massively parallel array of tightly focused laser beamlets to create patterns of complex geometries in a dot-matrix fashion. The array of beamlets is created by an array of high-numerical aperture zone plates. The illumination of each zone plate is controlled by one pixel on an upstream spatial-light modulator. This technology is currently being commercialized by LumArray Inc. [2].
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Figure 1: Scanning electron micrographs of patterns created using ZPAL at an exposure wavelength of \( \lambda = 400 \text{ nm} \).
Spatial-phase-locked E-beam Lithography
H.I. Smith, F. Zhang, M. Mondol
Sponsorship: No external sponsor

Our research in spatial-phase-locked electron-beam lithography (SPLBL) is aimed at reducing pattern-placement errors in electron-beam-lithography systems to the 1nm level. Such high precision is essential for a variety of future lithographic applications. SPLBL is currently the only approach capable of achieving such accuracy. As shown in Figure 1, SPLBL uses a periodic signal, derived from the interaction of the scanning e-beam with a fiducial grid on the substrate, to continuously track the position of the beam while patterns are being written. Any deviation of the beam from its intended location on the substrate is sensed, and corrections are fed back to the beam-control electronics to cancel errors in the beam’s position. In this manner, the locations of patterns are directly registered to the fiducial grid on the substrate.

The research effort focuses on developing the three critical components of SPLBL: 1) the beam-position-detection algorithm [1], 2) a user-friendly-fabrication process for the fiducial grid [2], and 3) a beam-current-modulation scheme [3]. The last component is necessary for the SPLBL-enabled tool to discriminate between non-exposed and exposed areas while enjoying a continuous feedback signal.

SPLBL in its continuous-feedback mode has been implemented on a Raith150 scanning e-beam lithography system (an inexpensive system that provides sub-20-nm patterning resolution). In this implementation, a thin (<10 nm) metallic fiducial grid is placed on top of the e-beam resist. During exposure, a periodically varying secondary-electron (SE) signal is produced as a result of the interaction between the electron beam and the metal reference grid. Its limited thickness makes the grid layer essentially transparent to the primary electron-beam. The beam position is determined in real time by a detection algorithm based on Fourier technique. This implementation allowed the beam position to be monitored constantly and corrected during exposure. Experimental results [1] shown in Figure 2 indicate that 1-nm-level placement accuracy is achievable with this technology.

**Figure 1:** Schematic of the global-fiducial-grid mode of spatial-phase-locked electron-beam lithography. The periodic signal detected from the fiducial grid, which includes both X and Y components, is used to measure placement error, and a correction signal is fed back to the beam-deflection system.

**Figure 2:** (a) Histograms showing x- and y-stitching measurements at all 84 field boundaries of 49 stitched fields. Spatial-phase locking has reduced the standard deviation of the stitching errors to below 1.3 nm. (b) Sample 200-nm period stitched grating patterns. The dashed line indicates the field boundary.
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**REFERENCES**


Controlled Assembly of 20-nm-diameter Gold Nanoparticles into Nanogaps using AC Dielectrophoresis

R. Barsotti, M. Vahey, R. Wartena, J. Voldman, Y. Chiang, F. Stellacci
Sponsorship: Singapore-MIT Alliance, NDSEG Fellowship

The directed assembly of nano-objects into specific locations will allow for the fabrication of electronic devices that utilize the unique properties of the nano-objects. One method to assemble nano-objects into gaps uses the dielectrophoretic (DEP) force via the application of an alternating field [1-2]. Here, we demonstrate the assembly of gold nanoparticles into nanogaps (15-100 nm in width) that are fabricated by electron beam lithography. Nanoparticle assembly is achieved by applying an AC field across the nanogaps after a drop of an aqueous solution of gold nanoparticles has been placed over the device. The assembly is characterized by SEM, AFM, and post-assembly electrical measurements. The number of nanoparticles that assemble in the gap is studied as a function of the applied AC field, the concentration of the nanoparticle solution, and assembly time with a goal of the assembly of a single particle in a gap. Pre-assembly modification of the gold surfaces using a dithiol self-assembled monolayer results in a significant increase in DEP assembly as the surface-bound thiol groups bind the gold particles to the substrate. Theoretical modeling of the dielectrophoretic force on nanoparticles in comparison to their thermal motion is used to predict the experimental conditions for the assembly of a single particle.

Figure 1: An SEM image of assembly of citrate-stabilized 20-nm-diameter gold particles by the application of a 2 V$_{pp}$, 1-MHz alternating field across a 23-nm gap for 120 seconds. A solution concentration of $7 \times 10^{10}$ particles/ml was used for this assembly. Scale bar=200 nm.

Figure 2: An SEM image showing increased nanoparticle assembly at 3 V$_{pp}$ for 120 seconds. Scale bar=200 nm. The IV characteristics of the assembly show a 100-fold increase in conductance after particle assembly. The electrical characteristics remain stable after 20 voltage sweeps.
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Carbon nanotubes (CNTs) are materials with potentially useful electronic, thermal, and mechanical properties. Our current work with CNTs focuses on applications in the microelectronics arena, especially use as a substitute for conventional metal interconnects. As interconnect dimensions shrink, surface scattering begins to contribute dramatically to line resistance, leading to power loss and signal delay. The CNTs, with length-independent conductivity due to ballistic transport, offer a potential solution.

We are investigating currently methods to accurately and precisely construct CNT structures on surfaces via assembly from a suspension or solution. We use a series of chemical and physical interactions to direct the assembly of CNTs onto desired locations on a substrate. In the chemical sense, we can tune the interaction between CNTs and a surface by selectively growing polar and non-polar monolayer patterns on the substrate. In the physical sense, we can pattern the growth of the monolayer and of the CNT deposition by lithographic methods such as electron-beam writing and dip-pen nanolithography. By combining these two approaches, we hope to develop an integrated system for the massively parallel and accurate assembly of CNTs on a surface.

**Figure 1:** Chemically-directed assembly of CNTs on polar and non-polar silane monolayers. The CNTs assemble on the polar monolayers (sides) and are repelled by the nonpolar monolayer (stripe).

**Figure 2:** Lithographically-directed assembly of CNTs on a polar silane monolayer. The resist was patterned with electron beam lithography and served as a lift-off mask for CNT deposition from solution.
Catalyst Engineering and Nanowire Growth Mechanisms
S. Boles, O. Nayfeh, E.A. Fitzgerald, D.A. Antoniadis, C.V. Thompson
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The use of semiconductor nanowires for electronic and photonic applications has generated a great deal of interest in recent years, due to their mechanical, electronic, and photonic properties. A great deal of effort has been focused on demonstrating the unique properties of nanowires, while there has been less interest in developing techniques that allow growth of functional arrays of nanowires. Our research focuses on creating high-density nanowire arrays by controlling the metallic dots that catalyze wire growth through the vapor-liquid-solid mechanism. Our early work has focused on the development of a baseline growth process using disordered catalyst arrays, as shown in Figure 1. Future work will involve growth on catalysts ordered through templated self-assembly techniques. Our ultimate goal is to grow ordered arrays that can be included in electronic and photonic device structures that will allow detailed correlations among the techniques of growth and the properties of nanowires.

Figure 1: Au particles produced by dewetting of 0.3nm-thick Au film at 550°C on a <111> silicon substrate.

Figure 2: Silicon nanowire grown by MOCVD using a Au catalyst on <111> Si substrate. The Au particle remains at the top of the wire and controls the diameter of the growing wire.
We are exploring solid-state dewetting of thin films as a tool for producing ordered arrays of metal nanodots over large areas. Such arrays may be interesting in memory or plasmonic applications and for use as catalysts for the growth of carbon nanotube or semiconductor nanowire arrays. Our current investigations focus on two topics: 1) the effects of materials anisotropies on dewetting; and 2) the effects of physical templates to control dewetting.

In the area of materials anisotropies, we seek a material system in which the islands formed by dewetting exhibit spatial order due to anisotropy in the surface energies and diffusivities. As an initial step, we observed significantly different dewetting behaviors of Ni thin films on MgO substrates, depending on the crystallographic orientation of the substrate surface. Our future work will involve investigating how micro-faceting of MgO affects the dewetting behaviors of Ni thin films.

In the area of physical templating, we use topographically patterned substrates to modulate the curvature of as-deposited films and thus influence the dewetting behavior of polycrystalline films [1]. We deposit and anneal gold films on di-periodic arrays of pits on oxidized silicon substrates to induce one-to-one self-assembly of ordered arrays of gold particles over large areas. Average particles sizes of less than 50 nm can be achieved. Compared to dewetting on flat substrates, the templates impose a significant decrease in average particle size, as well as ensure a narrow size and spatial distribution (Figure 1). This templating technique uniquely results in crystallographic ordering (i.e., graphoepitaxy) of the particles, imposing an in-plane texture and changing the out-of-plane texture (Figure 2). Particles formed in topographic features are expected to be stable with respect to agglomeration during growth of tubes or wires. Our current efforts include investigating additional techniques for imposing topographic templating on thin films; exploring the templating phenomena in other materials, including those that are known to catalyze carbon nanotubes and those with high surface mobilities; and developing numeric models of topographic dewetting in order to fully characterize the mechanism.

![Figure 1](image1.png)  
Figure 1: The effect of topography on particle morphology. The results of dewetting a 10-nm-thick Au film on (a) a flat substrate and (b) a topographic substrate. Micrographs are displayed at the same magnification to emphasize the effect of topography on particle size. Scale bars are 200 nm in length.

![Figure 2](image2.png)  
Figure 2: The effect of topography on particle orientation. (a) and (b) show Au <111> X-ray pole figures (37.4° < 2θ < 38.6°), (a) for particles on a flat substrate and (b) for particles on a topographic substrate. (c) and (d) schematically illustrate the particle orientation on flat and topographic substrates, respectively. The arrows indicate the <111> projection.
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Catalyst Engineering and Carbon Nanotube Growth Mechanisms
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In addition to having many other applications in electronics and biology, carbon nanotubes (CNTs) are good substitutes for copper interconnects in integrated circuits. However, a significant challenge is the ability to control the density, type, size, and position of the nanotubes to be used as interconnects. These CNTs must also be grown on conductive substrates to achieve ohmic contact. Our approach to these challenges is to study and engineer catalysts in order to obtain CNTs with the required properties.

We initially studied nanotube growth with an iron catalyst on alumina underlayers using thermal chemical vapor deposition (CVD) and analyzed the influence of parameters such as catalyst size, temperature, reactant partial pressure, gas flow rate, timing of introduction of a reducing gas, pre-deposition annealing, and growth time. We have determined a range of conditions in which the growth of dense carpets of vertically aligned CNTs of different height, up to 1 mm (Figures 1 and 2), is possible. Characterization of the resulting CNTs with SEM, TEM, and AFM is underway.

We also started a series of experiments involving growth of CNTs with catalysts on conductive underlayers. This process is more challenging as evidenced by the very few successful reports of CNT growth directly on conductive substrates. With rapid heating of the samples prior to thermal CVD, we have grown CNTs as a mesh of CNTs (“spaghetti,” not a regular carpet of CNTs). Preliminary measurements indicate that electrical conductivity exists between the nanotubes and the substrate.

Our next step is to grow CNTs on conductive underlayers inside a matrix of regularly spaced pores in an insulating overlayer, e.g., ordered porous alumina scaffolds developed in our group. Using this method we will measure and analyze the characteristics of regular arrays of individual multi-wall CNTs and bundles of CNTs with near-uniform dimensions.

Figure 1: Dense carpet of carbon nanotubes grown using thermal chemical vapor deposition (catalyst Fe/Al₂O₃ on SiO₂).

Figure 2: Higher magnification image of the very dense carpet of CNTs of Figure 1.
Nano-sized materials are core building blocks for advanced functional systems such as electronic circuits, memories, sensors, and displays. Due to their size-sensitive electrical, optical, magnetic and chemical properties, it is desirable to fabricate nano-sized materials with controlled size and distribution on the system-applicable substrates. As a strategy, we are developing templated self-assembly methods that combine top-down (lithography) and bottom-up (self-assembly) approaches for fabricating and assembling metallic nano-wires, rods, and dots for new applications including nano-contacts for devices and interconnects for mixed-material and multifunctional micro- and nano-systems.

Anodic aluminum oxide (AAO) is a self-ordered nanostructured material that is suitable as a template in magnetic, electronic, and opto-electronic devices. Under proper anodization conditions, aluminum oxidizes as a porous structure with aligned pores that have a close-packed (hexagonal) order at short range and with pore sizes that can vary from 7 nm-300 nm. While short-range pore ordering can be achieved during anodization, domains (<5 µm) with different repeat directions occur at longer ranges. This breakdown in long-range order limits fabrication of large ordered arrays of devices using porous alumina templates. We developed perfectly ordered porous alumina scaffolds by combining interference lithography with anodization of evaporated Al thin films on silicon substrates. We have achieved regular arrays of pores with diameters of less than 30 nm and aspect ratios >50:1 in insulating alumina. Topographic templating of long-range order in anodic aluminum oxide allows independent control of the pore size, spacing, and order symmetry in ranges not achievable without templating. Using the perfectly-ordered AAO scaffolds, we have fabricated ordered metallic nanodots, nanorods, and nanotubes as well as well-aligned multi-walled carbon nanotubes (CNTs) on silicon substrates. We are currently pursuing the growth of uniform arrays of electrically contacted CNTs in templated AAO scaffolds to obtain statistical, electrical, and thermal characterizations of CNTs as a function of variations in the diameter and length of nanotubes.
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A major issue in nanotechnology is the need for versatile techniques for self-organization of nanometer-scale building blocks, such as nanoparticles, to form large-area periodic systems. Our goal is to combine physical templating and self-assembly to form nanoparticle arrays that can be used as catalysts for the growth of nanowire or nanotube arrays, and other applications such as nanoelectronics or nanophotonics.

A combination of physical templating and capillary interaction has been employed to self-organize colloidal particles into lithographically patterned templates with well-controlled sizes and structures [1]. However, the diameters of the particles studied to date are typically in the range of hundreds of nanometers. The capillary interaction strength decreases with diminishing dimensions due to random thermal fluctuations. Controlling the appropriate parameters may make it possible to overcome the randomizing effects of Brownian motion to extend the templated self-assembly (TSA) approach to sub-50-nm diameter particles.

As an initial effort, patterned substrates with gratings were fabricated using conventional contact-mode photolithography and inserted into nanoparticle solutions for evaporation. The resulting capillary interaction due to solvent evaporation was found to be sufficiently strong to force the nanoparticles into the template trenches without leaving particles on the surrounding areas. Figure 1 presents a schematic outline of the process. Current efforts include applying the templated dewetting approach to smaller nanostructures and on different topographies.
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Surface Mound Formation and Stress Evolution during Growth of High-Mobility Metal Films

R. Moenig, J. Leib, A.R. Takahashi, C.V. Thompson
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Residual stress is an important factor affecting the performance and reliability of many micro-mechanical devices and thin-film structures. In order to control the residual stress of a thin metal film, knowledge of the active stress generation mechanisms is necessary. Our work focuses on structural changes and associated stress effects that occur during the growth of high-mobility metal films, e.g., Au, Cu, Ag, and Al, using evaporative deposition. Film stress measurements using capacitive deflection measurements of Si and SiO₂ cantilevers show tensile stress excursions after the deposition flux is interrupted and compressive changes after the deposition has been resumed [1-2]. Earlier studies using reflected high-energy electron diffraction indicate that stress changes are correlated with changes in surface roughness during growth interruptions [3]. Figure 1 shows a stress curve characteristic for growth interrupts and subsequent growth resumptions of high-mobility metal films. This reversible behavior was observed in Volmer-Weber growth of polycrystalline as well as in epitaxial films. Flash depositions of 1 Å of Ta have been used to suppress surface diffusion on a film after interrupting growth in order to allow for atomic-force microscopy imaging of “frozen” films. Figure 2 shows two examples where the Ta flash was performed at different times after the growth had been interrupted. Figure 2 shows that the average mound spacing and the mound area increase during interrupts. Our observations indicate that the step-edge barrier (Ehrlich-Schwoebel-Barrier) that governs the interlayer transport of adatoms has a strong effect on film morphology. This barrier is significantly higher than the barrier for intralayer diffusion and therefore leads to mound formation and growth (roughness) even on high-mobility metal films deposited at RT.

Figure 1: Stress measurement during deposition of Cu on Si with amorphous SiO₂ at RT. The film grows in Volmer-Weber mode and during the growth interrupt the stress experiences a tensile excursion.

Figure 2: AFM images of a 1000Å Cu film deposited on large-grained Au. a) Ta deposition less than 2 s after Cu growth. b) Ta deposition 5 min after Cu growth was interrupted.
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Stress and Structure Evolution Film Formation through Island Coalescence
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When thin films form through the Volmer-Weber mechanism, growth initiates through the nucleation and growth of isolated single-crystal nano-scale islands. As these islands impinge and coalesce to form a continuous film, dramatic evolution in the residual stress and microstructure of the film occurs. Island coalescence generates a tensile stress as islands strain towards each other to eliminate surface area [1-3]. While new models for the magnitude of the tensile stress due to coalescence [3-5] provide results that match experiments, the assumptions required to make these models tractable preclude a realistic consideration of the microstructure evolution. To complement analytic and numerical models for the magnitude of stress, we have initiated computational studies of microstructural evolution during boundary formation. The computational approach relies mainly on semi-empirical molecular dynamics (MD) calculations and some continuum finite element analysis (FEA)[6]. Using a fully atomistic approach such as MD provides direct insight into the types of boundaries formed during coalescence and their effect on continued structure evolution. An interesting preliminary result from atomistic modeling is that the boundary formation process can generate secondary defects such as stacking faults (Figure 1). For larger islands, the stress generated is insufficient to propagate defects and for smaller islands, size-strengthening inhibits formation of defects. However, in an intermediate range of island sizes, stacking faults are readily formed. Transmission electron microscopy (TEM) of late-stage coalescence films does show a high density of stacking faults and twins but the origin of these defects is still unclear (Figure 2). Future experiments will focus on controlling the size of islands at coalescence and characterizing the distribution of defect types formed for different size ranges.

Figure 1: Computer calculated stacking fault resulting from boundary formation. This type of defect is observed frequently in calculations of islands in the 3-to 5-nm diameter range.

Figure 2: Micrograph of later stage coalescence of Au on a thin silicon nitride membrane. Stacking faults are evident in several of the coalesced island structures.
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Hybrid composite architectures employing traditional advanced composites and carbon nanotubes (CNTs) offer significant potential mechanical and multifunctional performance benefits. Dense patterns of well-aligned carbon nanotubes (CNTs) were grown on silicon wafers using a thermal chemical vapor deposition (CVD) process [1]. Wetting of CNTs and retention of mechanical properties of the fibers after the CVD process are considered fundamental issues related to realizing novel hybrid composite architectures. Wetting of CNT forests by several commercial polymers (including a highly-viscous epoxy, as shown in Figure 1) has been demonstrated at rates conducive to creating a fully-dispersed CNT/matrix region around the fibers in hybrid architectures [2]. A new microfabrication method [3] was developed to create well-aligned, regularly contracted pillars. The basic mechanical properties (elastic modulus, strength) of the polymer and the CNT/polymer nanocomposite were obtained by means of a nanoindenter to apply a compression test to the vertically aligned circular composite pillars [3]. The elastic modulus was obtained using the Oliver-Pharr theory adapted to the flat punch used in the experiments. These intermediate architectures of aligned CNTs in a polymer matrix are being employed to create more sophisticated architectures utilizing advanced fibers and prepregs of traditional advanced composites [4-5]. The dense, aligned, high-quality forests of CNTs grown at high rates (~50 microns per minute) suggest that the process is scalable for incorporation into traditional composites. Single-fiber tension tests [6] indicate no mechanical degradation for fibers undergoing the CNT growth process, as shown in Figure 2c). Results indicate that hybrid CNT/composite architectures are feasible; future work focuses on mechanical and multifunctional property characterization of other hybrid architectures and scaling to a continuous CNT growth process.
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